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Reactive power compensators

Distributed Generation
The electronic interface of every micro
generator can act as a compensator:
micro-hydroelectric, combined heat and
power, wind, solar, waste thermal
generation.

In Brief 

� Buildings account for around 40 percent of

global energy consumption and about 21 per-

cent of all greenhouse gas emissions. At the

same time, they have a huge energy savings

potential. Many commercial buildings already

demonstrate that emissions and electricity

costs can be drastically cut without sacrificing

comfort through the use of efficient technolo-

gies such as control systems, sensors, and

building management systems. (pp. 53, 56,

60, 66)

� There are many ways of cutting emissions

from buildings. The Sustainable Urban Infra-

structure research project shows how emis-

sions can be avoided effectively, especially in

cities, and highlights the potential and costs 

of energy efficient technologies. In London,

for example, the use of existing technologies

alone could cut CO2 emissions by some ten

million tons by 2025. (p. 58) 

� Siemens is working with partners on study-

ing how to make buildings much more effi-

cient. Alaska, where climatic conditions are

excellent for testing the efficiency and robust-

ness of technologies, is a case in point. 

So-called EcoBlocks are another example.

These apartment buildings for many thou-

sands of people are equipped with their own

water purification systems, solar and wind

power technology, refuse incineration plants

and sewage treatment facilities, making them

self-sufficient and environmentally friendly.

(pp. 71, 74)

� Siemens Real Estate specialists are investi-

gating how to increase the energy efficiency

of the most important of the more than 3,000

SRE locations and buildings worldwide. They

have drawn up a comprehensive range of

measures that will help optimize the energy

efficiency of buildings no matter what their

condition. (p. 56)

� Beginning in 2009, the successors to the

conventional condensing boiler (a small, gas-

fired cogeneration unit) will not only provide

heat, but also satisfy two-thirds of the elec-

tricity demand of an average household of

four. (p. 78)
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Demand for resource-saving heat genera-
tion systems is growing. One driver of this

development is the fact that well-insulated
new buildings and renovated older structures
have lower heating demand. In addition, high
energy prices as well as insecurity on the part
of consumers regarding the reliability of gas
and oil supplies are also prompting researchers
and developers to consider new heating meth-
ods.

One such method is the simultaneous gen-
eration of heat and electricity by so-called CHP
(combined heat and power) systems. These are
among the most efficient methods of energy
generation, because the fuel they use is trans-
formed into electrical energy as well as heat —
usually in the form of steam and hot water.
More than 90 percent of the energy contained
in fuel can be utilized by these systems, com-
pared with only about 38 percent for electrical
generation by a conventional power plant. This
high thermodynamic efficiency can make a
major contribution to operating economy as
well as environmental protection. Simultane-
ously, emissions of carbon dioxide and nitro-
gen oxides are reduced. 

Until now, CHP technology has been limited
to large installations. Although the idea of ap-

plying it to single and multi-family homes is
new; many manufacturers are already excited
about exploiting this potential. Siemens Build-
ing Technologies (BT), for instance, has devel-
oped the electronics for a gas-fired micro heat
and power cogeneration device (microCHP).
“We see a clear line of development toward the
use of personal small power plants in single-
family homes in place of oil or gas-fired boil-
ers,” says Georges Van Puyenbroeck, director of
sales and marketing at BT’s OEM Boiler &
Burner Equipment. With this goal in mind, BT
specialists are working together with manufac-
turers of condensing boilers, including Viess-
mann, Vaillant, Remeha B.V., and the Baxi
Group.

How to Generate a Kilowatt. Until now, con-
densing boilers have produced only heat, but
no electricity. MicroCHP devices, on the other
hand, can do both. They work as follows: A gas-
fired Stirling engine is integrated into a wall-

mounted boiler. The temperature difference
between the cold water and the heat provided
is used to generate electricity. Current imple-
mentations permit the generation of a maxi-
mum of one kilowatt of electrical energy, of
which about 900 watts can be used directly in
the home or fed back into the energy supplier’s
grid. The device itself uses 100 watts. 

For consumers, this means that they have at
their disposal their very own miniature cogen-
eration power plant, which provides not only
heat but also two thirds of an average four-per-
son household’s electricity requirements. The
remaining electricity is provided by the power
grid to which the microCHP device is normally
connected. Operation with liquefied petroleum
gas (LPG) is also possible after appropriate
readjustment of the device. 

Siemens electronics control the heat output
to keep the Stirling engine within its permissi-
ble operating range and provide the desired
temperatures for home heating and hot water
at the proper times. In addition, the electronics
monitor the feeding of surplus electricity back
into the power utility’s grid. 

Control technology from Siemens ensures
that the device, which operates in parallel to
the power grid, is able to switch on and off at

the proper times. The burner for the Stirling en-
gine alone produces five kilowatts of heat. An
auxiliary burner can add between 10 and 30
kilowatts, depending on its size. 

As a special feature, the microCHP device
can also operate independently of the grid. In
this case, it disconnects itself from the grid and
produces up to one kilowatt of emergency
power for specially vetted emergency power
groups such as refrigerators, freezers, and
emergency lighting. “That is a key differentiat-
ing feature of our device,” says Wolfgang Hu-
ber, who is responsible for development at
Siemens BT. 

Huge European Market. Even if its advan-
tages aren’t obvious at first glance, the mi-
croCHP device is a significant innovation. Paul
Gelderloos, manager of technical innovation at
Remeha B.V., is certain that “the device is one
of the most promising successors in the con-
densing boiler area,” he says. Georges Van
Puyenbroeck adds that, “It offers simple access
to alternative energy; installers know about
boilers, only the electrical generation is new.”

He sees great potential for the new product.
“According to our market data, seven million
wall-mounted boilers are sold in Europe every
year,” he says. Product manager Markus Herger
estimates that in its the first three years on the
market, between 50,000 and 100,000 mi-
croCHP devices could be sold — and that sales
will continue to grow after that. This depends
on how energy suppliers respond and on politi-
cal decisions. 

In countries where sales operations are
about to be launched — the Netherlands, then
England and Germany — there are so-called
electricity buyback laws, which promote mi-
croCHP devices. “Other countries are not yet as
advanced,” laments Herger.

After about four years of development,
Siemens’ development partners are currently
testing the new microCHP devices in about 400
households in Great Britain, the Netherlands,
and Germany. Experience has shown that the
added cost of a microCHP device can be amor-
tized within five years — but its price can be es-
tablished only after the partners bring the de-
vice to market. 

Siemens intends to launch production of
the control technology in the fall of 2008. Re-
meha B.V. plans to enter the Dutch market in
the winter of 2009. And specialists are already
working on developing the next generation of
microCHP devices. These will be even smaller,
lighter, and more powerful than their predeces-
sors, and can be fired by a variety of primary
energy sources such as oil or various gaseous
fuels from biomass. Gitta Rohling

Stirling 
engine

Burner

Cold water

Generator

Households will soon be able

to generate their own heat

and electricity using a mini

CHP device (left and above).  

Scientists are now fine

tuning the technology.
the distribution network is partially unknown and
unmonitored
these agents can connect and disconnect
because of the stochastic character of the energy sources
and the large number of DG units, a centralized
dispatchment is too complex
security of the energy supply may be jeopardized if a great
amount of data is handled online by a single control center.
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Simplified model

Consider a tree describing the low-mid voltage distribution
network.

1

j qj

fj
i

N

qi

fi
user
compensator

qi is the injected reactive power, fi is the reactive power flow.
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Optimization problem

The optimization problem of having minimal power losses on
the network corresponds to having minimal reactive power flows

min F (f2, . . . , fN) =
N∑

i=2
f 2
i ki .

subject to∑
i∈C∪U qi = 0 1 constraint - reactive power conservation

fi = fi (q1, . . . , qN) N − 1 constraints - power flow equations

or in matricial form

min fT K
2 f

subject to f = Aq + Bq̄
1T

NC q + 1T
NU q̄ = 0
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Optimization problem

By eliminating the second constraint, one obtains the quadratic
problem

min J(q) = qT M
2 q + qT m

subject to 1T
NC q = c.

which has the closed form solution

q∗ = −M−1

m−

(
c + 1T

NC
M−1m

)
1NC

1T
NU

M−11NC
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Distributing the problem

Why this problem can still be interesting?
unknown hessian M (depends on the topology)
unknown constant c (depends on the demands)
unknown vector m (depends on the demands).

Gradient driven optimization algorithms
Most of the algorithms for the solution of convex optimization
problems are driven by the gradient, and assume that the
gradient is available.

q(t + 1) = q(t)− Γg(q(t))
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Distributed gradient estimation

The gradient can be rewritten as

g = AT KAq + AT KBq̄ = Mq + m = AT Kf =

 · · ·∑
i∈E−Pi ki fi
· · ·

 ,
gi − gj =

∑
`∈Pij

δ`(i , j)k`f` ≈ vi − vj .

1

j
+

+

i
−

−

The gradient can then be
estimated element-wise and
up to a constant from the
steady state of the system:

gi = vi + ξ.
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Distributing the problem

q(t + 1) = q(t)− Γg

If a communication constraint is enforced via a graph G, then Γ
cannot be a generic gain matrix.

Sparse Γ

The simplest approach consists in enforcing sparsity of Γ so
that it is consistent with G.

However, a sparse Γ is unlikely to solve the problem efficiently,
because

the global constraint couples the agents’ states
non-separable cost functions couple the agents’ optimal
choice
nobody knows the whole system and can design Γ
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Example: Newton descent

If the network topology is fully known and communication
constraints are relaxed, it is possible to implement a constrained
Newton algorithm that guarantees 1-step convergence:

q(t + 1) = q(t)− Γg = q(t)−M−1g +
1T M−1g
1T M−11M−11

Γ = M−1 − M−111T M−1

1T M−11

Or, if an approximation for M−1 is available, one can
implement an approximate Newton step

q(t + 1) = q(t)−Hg +
1T Hg
1T H1H1
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Decomposition: descent + projection

In the approximate Newton descent step it is easy to recognize
two parts

q(t + 1) = q(t)−Hg +
1T Hg
1T H1H1

an unconstrained descent step (requires knowledge of the
system)
a projection step (requires knowledge of the others’ choice)
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Sparse approximations + consensus

q(t + 1) = q(t)−Hg+
1T Hg
1T H1H1

Sparse H
By choosing a sparse approximation H for M−1, the
computation of Hg and H1 depends only on neighbors’ data.

Consensus algorithm
By running average consensus algorithms on the vectors
[Hig Hi1]T , nodes agree on the projection step.

This approach enables a whole class of methods in the form

qi (t + 1) = qi (t)− γi (qj , gj(q), j ∈ Ni ; ηi , x)
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Quasi-Newton method

Quasi-Newton methods
In these methods an estimate of the hessian’s inverse is
updated at every step so that

it satisfies the secant condition H(t + 1)∆g(t) = ∆q(t)
(where H is the estimate of the inverse of the hessian, and
d is the projection of the gradient of the constraint)
it minimizes ‖H(t + 1)−H(t)‖.

A quasi-Newton method (Broyden’s method) can be applied to
our constrained optimization problem.
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Quasi-Newton method

q(t + 1) = q(t)− Gd(t)

G(t + 1) = G(t) +
[∆q− G∆d]∆dT

∆dT ∆d

where d = Ωg.

Update equation for the single node:

qi (t + 1) = qi (t)− Gid(t)

Gi (t + 1) = Gi (t) +
[∆qi − Gi ∆d]∆dT

∆dT ∆d .

Finite time convergence
We proved that this method converges in at most 2N steps.
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Distributed quasi-newton method

Communication constraints
Suppose that communication constraints are now enforced: the
update equation must keep the estimate H sparse.

H(t + 1) = H(t) + PE
[
D+(∆q−H∆g)∆gT

]
,

where

(PE(A))ij =

{
Aij if (i , j) ∈ E
0 otherwise

and (
D+)

ij =

1/g(i)T g(i) if g(i) 6= 0
0 if g(i) = 0.
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Distributed quasi-newton method

Let’s complete the algorithm by introducing the projection step:

q(t + 1) = q(t)−H(t)g(t) +
1T H(t)g(t)

1T H(t)1 H1

obtaining
Distributed quasi-Newton method

qi (t + 1) = qi (t)−Hi (t)T g(i)(t) + xHi (t)T 1(i)

Hi (t + 1) = Hi (t) +
[
∆qi −Hi (t)T ∆g(i)(t)

] g(i)(t)

g(i)(t)T g(i)(t)

where x = z̄1/z̄2, z being the result of consensus algorithm on

z(i)(0) =

[
Hi (t)T g(i)(t)

Hi (t)T 1(i)

]
.
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Numerical simulations
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Numerical simulations
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